
September 20, 2025 

Geometry.  

Recap: Inequalities in triangles. 

Definition. The angle supplementary to an angle of a triangle is called an exterior angle of 

this triangle.  

Theorem 1. An exterior angle of a triangle is greater than each of the interior angles not 

supplementary to it. 

Theorem 2a. In any triangle,  

• the angles opposite to congruent sides are congruent 

• the sides opposite to congruent angles are congruent 

Theorem 2b. In any triangle,  

• The angle opposite to a greater side is greater 

• The side opposite to a greater angle is greater 

Theorem 3 (triangle inequality). In any triangle, each side is smaller than the sum of the 

other two sides, and greater than their difference,  

|𝐴𝐵| − |𝐵𝐶| < |𝐴𝐶| < |𝐴𝐵| + |𝐵𝐶| 

Theorem 4 (corollary). The line segment connecting any two 

points is smaller than any broken line connecting these points.  

Recap: Parallelogram. Central Symmetry. 

Definition. A quadrilateral whose opposite sides are pairwise parallel is called a 

parallelogram.  

Theorem 1a. In a parallelogram, opposite sides are congruent. 

Theorem 1b. In a quadrilateral, if the opposite sides are congruent, then this quadrilateral 

is a parallelogram.  

Theorem 1c. In a quadrilateral, if two opposite sides are parallel and congruent, then this 

quadrilateral is a parallelogram.  
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Theorem 2a. In a parallelogram, opposite angles are congruent. 

Theorem 2b. In a quadrilateral, if opposite angles are congruent, then this quadrilateral is a 

parallelogram.  

Theorem 3a. In a parallelogram, diagonals bisect each other. 

Theorem 3b. In a quadrilateral, if the diagonals bisect each other, then this quadrilateral is 

a parallelogram.  

Recap: Central Symmetry. 

Definition. Two points 𝐴 and 𝐴’ are 

symmetric with respect to a point 𝑂, if 

𝑂 is the midpoint of the segment 𝐴𝐴’.  

Definition. Two figures are symmetric 

with respect to a point 𝑂, if for each 

point of one figure there is a symmetric point belonging to the other figure, and vice versa. 

The point 𝑂 is called the center of symmetry.  

Symmetric figures are congruent and can be made to coincide by a 180 degree rotation of 

one of the figures around the center of symmetry.  

Diagonals of a parallelogram divide it into two pairs of symmetric triangles with respect to 

the intersection point of its diagonals. The parallelogram is symmetric to itself about this 

point.  

Commensurate and incommensurate segments. The Euclidean algorithm. 

Definition. Two segments, 𝑎 and 𝑏, are 
commensurate if there exists a third segment, 𝑠, 
such that it is contained in each of the first two 
segments a whole number of times with no 
remainder.  

{𝑎, 𝑏 𝑎𝑟𝑒 𝑐𝑜𝑚𝑚𝑒𝑛𝑠𝑢𝑟𝑎𝑡𝑒}
 

⇔ {∃𝑠, {𝑛, 𝑚} ∈ 𝑁: (𝑎 = 𝑛𝑠) ∧ (𝑏 = 𝑚𝑠)} 

The segment 𝑠 is called a common measure of the segments 𝑎 and 𝑏. The concept of 
commensurability is similar to that of the common divisor for integers. It can be extended 
to any two quantities of the same denomination – two angles, two arcs of the same radius, 
or two weights. 
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The greatest common measure.  

If a common measure 𝑠 of two segments 𝑎 and 𝑏 is sub-divided into two, three, or, 

generally, any number of equal smaller segments, these smaller segments are also common 

measures of the segments 𝑎 and 𝑏. In this way, an infinite set of common measures, 

decreasing in length, can be obtained, {
𝑠

𝑝
, 𝑝 ∈ 𝑁}. Since any common measure is less than 

the smaller segment, 𝑠 ≤ 𝑏, there must be the largest among the common measures, which 

is called the greatest common measure.  

Finding the greatest common measure (GCM) is done by the method of consecutive 

exhaustion called Euclidean algorithm. It is similar to the method of consecutive division 

used for finding the greatest common divisor in arithmetic. The method is based on the 

following theorem.  

Theorem. Two segments  𝑎 and 𝑏 are commensurate, if and only if the smaller segment, 𝑏, 

is contained in the greater one a whole number of times with no remainder, or with a 

remainder, 𝑟 < 𝑏, which is commensurate with the smaller segment, 𝑏.  

 ∃𝑛 ∈ 𝑁: (𝑎 = 𝑛𝑏 + 𝑟) ∧ ((𝑟 = 0) ∨ (∃𝑠, {𝑝, 𝑞} ∈ 𝑁: (𝑏 = 𝑝𝑠) ∧ (𝑟 = 𝑞𝑠))).  

The greatest common measure of two segments is also the greatest common measure of 

the smaller segment and the remainder, or there is no remainder.  

Proof. First, consider the necessary condition. Let 𝑎 and 𝑏 be commensurate, 

{∃𝑠, {𝑛, 𝑚} ∈ 𝑁: (𝑎 = 𝑛𝑠) ∧ (𝑏 = 𝑚𝑠)}, and 𝑎 > 𝑏. Let 𝑠 be their greatest common measure.  

Then, either 𝑠 = 𝑏 (𝑚 = 1) and segment 𝑏 is contained in 𝑎 a whole number of times with 

no remainder, being the GCM of the two segments, or, ∃𝑘 ∈ 𝑁: 𝑎 = 𝑘𝑏 + 𝑟, 0 < 𝑟 < 𝑏. Then, 

𝑎 = 𝑛𝑠 = 𝑘𝑏 + (𝑛 − 𝑘𝑚)𝑠, where 𝑚 < 𝑘𝑚 < 𝑛, and, therefore, 𝑟 = 𝑞𝑠, {𝑞 = 𝑛 − 𝑘𝑚} ∈ 𝑁, 

which shows that 𝑟 and 𝑏 are commensurate. The sufficiency follows from the observations 

that (i) if segment 𝑏 is contained in 𝑎 a whole number of times with no remainder, then the 

segments are commensurate, and 𝑏 is the greatest common measure of the two, while (ii) if 

𝑎 = 𝑘𝑏 + 𝑟, and 𝑏 and 𝑟 are commensurate with the greatest common measure 𝑠, ∃{𝑝, 𝑞} ∈

𝑁: (𝑏 = 𝑝𝑠) ∧ (𝑟 = 𝑞𝑠), then 𝑎 = (𝑘𝑝 + 𝑞)𝑠 = 𝑛𝑠, 𝑛 = 𝑘𝑝 + 𝑞 ∈ 𝑁, and 𝑎 and 𝑏 are also 

commensurate with the same GCM.  

The Euclidean algorithm. 

In order to find the GCM of the two segments, 𝑎 and 𝑏, we can proceed as follows. First, 

using a compass exhaust the greater segment, marking on it the smaller segment as many 

times as possible, until the remainder is smaller than the smaller segment, 𝑏, or there is no 



remainder. According to Archimedes’ exhaustion axiom, these are the only two possible 

outcomes. Following the above theorem, the problem now reduces to finding the GCM of 

this remainder, 𝑟1, and the smaller segment, 𝑏. We now repeat the same procedure, 

exhausting segment 𝑏 with 𝑟1, and again, there is either no remainder and 𝑟1 is the GCM of 𝑎 

and 𝑏, or there is a remainder 𝑟2 < 𝑟1. The problem is then reduced to finding the GCM of a 

pair of even smaller segments, 𝑟1and 𝑟2, and so on. If segments 𝑎 and 𝑏 are commensurate 

and their GCM, 𝑠, exists, then this process will end after some number of steps, namely, on 

step 𝑛 where 𝑟𝑛 = 𝑠. Indeed, all remainders in this process are multiples of 𝑠, ∀𝑚: 𝑟𝑚 =

𝑝𝑚𝑠, 𝑝𝑚 ∈ 𝑁 and 𝑝1 > 𝑝2 > ⋯ > 𝑝𝑚 > ⋯ is the decreasing sequence of natural numbers, 

which necessarily terminates, since any non-empty set of positive integers has the smallest 

number (“principle of the smallest integer”). If the procedure never terminates, then 

segments 𝑎 and 𝑏 have no common measure and are incommensurate. 

Example. The hypotenuse of an isosceles right triangle is incommensurate to its leg. Or, 

equivalently, the diagonal of a square is incommensurate to its side.  

Proof. Consider the isosceles right triangle ABC shown in the 

Figure. Because the hypotenuse is less than twice the leg by 

triangle inequality, the leg can only fit once in the 

hypotenuse, this is marked by the segment AD. Let the 

perpendicular to the hypotenuse at point D intercept leg BC 

at point E. Triangle BDE is also isosceles. This is because angles BDE and DBE supplement 

equal angles ADB and ABD to 90 degrees and therefore are also equal. Triangle CDE is an 

isosceles right triangle, similar to ABC. Its leg |DC|=|AC|-|AB|=|DE|=|BE| is a remainder of 

subtracting the leg |AB|=|AD| from the hypotenuse, |AC|, while the hypotenuse, |CE| =|BC|-

|BE|=|BC|-|DC|, is the remainder of subtracting this remainder from the leg |AB|=|BC|. 

Hence, on the second step of the Euclidean algorithm we arrive at the same problem as the 

initial one, only scaled down by some overall factor. Obviously, this process never ends, and 

therefore the hypotenuse |AC| and the leg |AB| are incommensurate.  
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